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医学人工智能领域的隐私保护、安全性与临床验证：研究报告 

I. 问题概要 

医学人工智能（AI）的飞速发展为医疗保健带来了前所未有的机遇，但同时也伴随着对患

者隐私、系统安全和临床有效性的严峻挑战。这三大支柱——隐私保护、安全性、临床验

证——构成了医学 AI 伦理和实践的基石，其重要性日益凸显。 

A. 医学 AI 中隐私、安全与临床验证的核心定义 

1. 隐私保护 (Privacy)：在医学 AI 领域，隐私保护的核心在于保障个体对其个人健康信

息（Personal Health Information, PHI）的控制权。这包括在 AI 模型的训练、测试

和部署全过程中，确保患者数据的机密性，防止未经授权的访问、使用或泄露 1。关

键实践包括获取患者的知情同意、对数据进行匿名化或去标识化处理，以及严格遵守

如《健康保险流通与责任法案》（HIPAA）和《通用数据保护条例》（GDPR）等法

规要求 1。医学 AI 模型开发所需的海量数据集 4，若管理不当，极易引发隐私风险。

值得注意的是，AI 时代对隐私的理解已超越传统数据访问控制，延伸至防范通过模

型逆向工程等手段实现的再识别风险 6。 

2. 安全性 (Security)：安全性涵盖了保护医学 AI 系统及其相关数据免受各类威胁、破

坏和未经授权的修改 1。这不仅包括传统的网络安全措施，如数据加密、访问控制，

以防止数据泄露，也特别强调确保 AI 模型自身输出的完整性和可靠性，防范针对模

型的恶意操纵，例如对抗性攻击 8。医学 AI 系统因其数据丰富性及对患者护理的关

键作用，已成为网络攻击的高价值目标 3。AI 模型本身也可能成为新的攻击媒介，使

得安全性问题更加复杂。 

3. 临床验证 (Clinical Validation)：临床验证是指对医学 AI 工具进行系统性、严格的评

估过程，以确保其在真实医疗环境中的安全性、有效性、准确性，并能带来切实的临

床效益 11。这通常涉及监管机构（如 FDA、EMA）的审批，遵循如 CONSORT-AI 等

报告指南进行临床试验，以及持续的上市后监测 14。AI 工具直接影响临床决策和患

者结局，因此其性能必须得到充分验证，以防范潜在伤害并确保获益 5。对于能够持
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续学习和适应的 AI 系统以及处理多模态输入的 AI，临床验证的方法和标准亦在不断

演进 4。 

B. 三大支柱的内在关联与核心地位 

隐私保护、安全性和临床验证并非孤立存在，而是相互交织、紧密联系的。例如，一次安

全漏洞（如对抗性攻击）不仅可能泄露患者隐私，还可能导致错误的临床输出，从而使临

床验证结果失效 10。即使 AI 系统在隐私和名义上的安全措施方面做得很好，如果缺乏充

分的临床验证，也可能导致部署不安全或无效的 AI 工具 12。透明度，作为可解释性 AI

（XAI）的重要组成部分，对这三者都至关重要：理解数据如何被使用（隐私）、识别模

型潜在的脆弱点（安全）以及洞察模型的决策过程（验证）21。 

全面应对这三大挑战，是建立患者、临床医生和监管机构信任的基础，这对于医学 AI 的

广泛采纳和成功至关重要 3。解决这些问题不仅在于规避负面后果（如医疗事故、数据泄

露），更是释放医学 AI 巨大潜力的前提。若缺乏信任和安全保障，AI 在诊断、预后和治

疗方面的先进能力将难以得到充分利用，甚至会遭到抵制。因此，对这些核心问题的有效

管理，从风险规避的视角转向价值创造的视角，是推动医学 AI 健康发展的关键。 

II. 问题背景及应用价值 

A. 医学 AI 的兴起及其变革潜力 

医学 AI 经历了从早期基于规则的专家系统（如 20 世纪 70 年代的MYCIN）到如今能够

执行复杂任务（如诊断、影像分析、预测分析和药物研发）的精密深度学习模型的演进 

5。其应用已广泛渗透到放射学、病理学、心脏病学、肿瘤学等多个医学领域，展现出在

提升准确性、效率、早期疾病检测以及实现个性化医疗方面的巨大潜力 5。特别是多模态

AI，通过整合不同类型的数据（如影像、基因组学、临床记录），进一步放大了这种潜

力，为疾病的诊断和治疗提供了更全面的视角 30。 

B. 解决隐私、安全与临床验证问题的至关重要性 
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1. 患者安全与信任：由于验证不足或安全漏洞导致的 AI 决策失误，可能直接对患者造

成伤害（如误诊、错误治疗方案）10。隐私泄露则会侵蚀患者对医疗服务提供者和 AI

技术的信任，可能导致患者不愿分享其健康数据——而这些数据对于 AI 发展和个性

化医疗至关重要 1。调查显示，高达九成的患者认为隐私是一项权利，且 75%的民众

对健康数据隐私保护表示担忧 3。 

2. 伦理的 AI 部署：确保 AI 系统的公平性、无伤害性、受益性和自主性是核心伦理要

求 1。隐私保护是基本伦理原则之一；安全的系统能防止恶意使用；经过验证的系统

则能确保其有益且不造成伤害。此外，必须警惕和避免算法偏见。如果 AI 系统未经

不同人群的充分验证，或其训练数据本身就带有历史偏见，算法偏见就可能被放大，

这与临床验证中使用的数据质量密切相关 1。 

3. 法规遵从性：严格遵守数据保护法规（如 HIPAA、GDPR、CCPA）是强制性的，违

规将面临严厉处罚 1。AI 系统的设计从一开始就必须将合规性纳入考量。同时，医学

AI 工具常被归类为医疗器械，需要通过监管审批（如 FDA、EMA），这必然要求提

供强有力的临床验证数据 11。 

4. 医学 AI 的可持续创新与采纳：缺乏信任或无法证明其安全性和有效性，将严重阻碍

临床医生和患者对 AI 技术的采纳，从而扼杀创新 21。清晰的验证框架以及应对隐私

安全风险的机制，能为开发者提供更明确的市场准入路径，从而鼓励投资和研发 12。

其应用价值在于使 AI 能够充分发挥其潜力：提高诊断准确性 28、实现个性化治疗 5、

提升医疗效率 18，并最终改善患者结局和公共卫生水平 5。 

解决这些核心问题的“应用价值”远不止于个体患者的护理，更延伸至系统性的医疗保健改

进。例如，经过验证且安全的 AI 能够优化医疗资源分配 26，降低医疗成本（例如，通过

减少不必要的手术或缩短住院时间 29），并加强公共卫生监测能力 5。这种多层次的价值

实现，依赖于对隐私、安全和临床验证问题的有效管理。 

此外，一个潜在的积极反馈循环值得关注：当医学 AI 在隐私保护、安全性及临床有效性

方面表现出稳健性时，公众和专业人士的信任度会随之提升。这种信任反过来会促进更大

范围（在知情同意的前提下）和更多样化的数据共享，从而为 AI 模型的改进提供更优质
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的“养料”28。更优的模型将带来更好的临床效果和更高的应用价值 5，而这些积极的成果

和健全的治理（涵盖隐私、安全、验证）又会进一步巩固信任。这是一个良性循环。反

之，任何一个环节的重大失误，如大规模隐私泄露或因安全缺陷导致的临床 AI 应用失

败，都可能严重打击信任，使整个领域的发展受挫。 

最后，问题的背景不仅是技术性的，也具有深刻的社会文化维度。公众对 AI 的认知、现

存的医疗不平等状况以及不同群体的数字素养水平，都会影响这些挑战如何被感知和应

对。例如，对 AI 可能加剧健康差距的担忧 5，与临床验证中的数据偏倚问题以及从弱势

群体收集数据时的隐私顾虑紧密相关。因此，解决隐私、安全，特别是涉及公平性评估的

临床验证问题，需要一种社会技术综合方法，而非单纯的技术路径。这与伦理 AI 部署的

理念一脉相承。 

III. 研究现状及瓶颈 

A. 医学 AI 中的隐私保护 

1. 当前技术与研究现状： 

为应对医学 AI 带来的隐私挑战，研究界和产业界已探索并应用了多种隐私增强技术

（Privacy-Enhancing Technologies, PETs）。 

○ 联邦学习 (Federated Learning, FL)：允许在不共享原始患者数据的情况下，跨

多个去中心化数据集协作训练模型。各参与方仅共享模型更新（如梯度或参

数），而非敏感数据本身 39。这对于医院等机构间无法直接共享患者记录的场景

尤为重要 40。例如，Owkin 公司的 Owkin Connect 平台支持多机构间的联邦学

习研究 41。当前的研究焦点包括提升联邦学习对抗梯度反演等攻击的安全性、处

理非独立同分布（non-IID）数据以及减少通信开销 40。 

○ 同态加密 (Homomorphic Encryption, HE)：允许直接对加密数据进行计算，使

得数据在处理过程中始终保持加密状态，从而保护数据隐私 2。研究方向主要集

中在降低其巨大的计算开销，提高实用性，例如 FAS 方法结合了选择性同态加

密与其他 PETs 以平衡隐私与效率 40。 

○ 差分隐私 (Differential Privacy, DP)：通过向数据或模型输出中添加统计噪声，
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使得攻击者难以从聚合结果中区分或识别出单个个体的信息，从而提供形式化的

隐私保障 2。差分隐私常被应用于联邦学习中，以保护模型更新的隐私 40。研究

难点在于如何在保证隐私强度的同时，最大限度地保留模型效用（即隐私-效用

权衡），以及如何有效地调整差分隐私的参数 44。 

○ 匿名化/去标识化 (Anonymization/De-identification)：通过移除或遮蔽个人可识

别信息（Personally Identifiable Information, PII）来保护隐私 1。当前研究致力

于发展更强大的技术以抵抗高级的再识别攻击 1。 

○ 安全多方计算 (Secure Multi-Party Computation, SMPC)：允许多个参与方在不

泄露各自私有输入的前提下，共同计算一个函数的结果 2。 

○ 混合方法 (Hybrid Approaches)：实践中常常结合多种 PETs 的优势，例如联邦

学习与同态加密、差分隐私的结合（如 FAS 模型 40 和 SMHEA 算法 39）。 

2. 瓶颈与挑战： 

尽管 PETs 取得了显著进展，但在医学 AI 领域的应用仍面临诸多挑战： 

○ 再识别风险 (Re-identification Risks)：即使是经过匿名化或聚合处理的数据，在

面对复杂的模型反演攻击时，仍可能存在再识别风险，尤其对于基因数据或罕见

病等具有高度独特性的数据集 1。 

○ 计算开销与可扩展性 (Computational Overhead and Scalability)：同态加密和某

些安全多方计算技术计算量巨大，阻碍了其在实时应用和大规模场景下的部署 
40。 

○ 数据效用与隐私保护的权衡 (Data Utility vs. Privacy Trade-off)：更强的隐私保

护措施（如在差分隐私中加入更多噪声）往往会降低数据质量和模型性能（如准

确率）44。如何在两者间取得最佳平衡是核心难题。 

○ 确保知情同意的复杂性 (Ensuring Informed Consent)：在涉及多源数据融合和

数据二次利用（如用于后续研究）的复杂数据生态系统中，获取并有效管理真正

意义上的知情同意极具挑战性 1。 

○ 标准化与互操作性缺乏 (Lack of Standardization and Interoperability)：PETs

的实现方式缺乏统一标准，可能阻碍不同系统或机构间的协作和数据安全共享 
41。 
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○ 实施的复杂性 (Complexity of Implementation)：部署和管理这些高级密码学技

术需要高度专业化的知识，并非所有医疗机构都具备相应能力 50。 

○ 监管模糊性 (Regulatory Ambiguity)：尽管已有 GDPR 和 HIPAA 等法规，但其

如何具体适用于新兴的 AI 技术和不断发展的 PETs 仍存在不明确之处，给开发

者带来不确定性 1。 

一个重要的观察是，隐私增强技术的发展与破解隐私的方法之间存在一种持续的“军备竞

赛”动态。当 PETs 变得越来越复杂（例如 FAS 结合了 HE、DP 和数据置乱 40），旨在推

断敏感数据的模型反演或基于梯度的攻击技术也在不断进步 6。这意味着没有一种 PETs

可以一劳永逸地解决问题；深度防御和自适应的隐私策略是必要的。在这种背景下，“目

的限制”原则 2 和健全的知情同意机制 1 变得尤为关键，因为纯技术解决方案本身存在固
有的局限性和权衡。 

表 1：医学 AI 中的关键隐私增强技术（PETs） 

 

技术 核心原理/机
制 

医学 AI 应用

示例 

隐私保护主

要优势 

主要挑战/局

限性 

相关文献 

联邦学习 

(Federated 
Learning, FL) 

多方协作训练

模型，仅交换

模型参数而非

原始数据 

跨机构疾病预

测模型训练、

药物研发 41 

数据不出本

地，保护原始

数据隐私，促

进数据协作 

梯度泄露风

险、通信开

销、非独立同

分布数据处

理、模型聚合

安全性 40 

39 

同态加密 

(Homomorp
hic 
Encryption, 
HE) 

对加密数据直

接进行计算，

计算结果解密

后与对明文数

据计算结果一

安全的多方数

据分析、外包

计算 2 

数据在计算过

程中全程加

密，提供强隐

私保障 

计算开销极

大，性能瓶

颈，目前主要

适用于特定计

算任务 40 

2 
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致 

差分隐私 

(Differential 
Privacy, DP) 

对查询结果或

模型参数添加

噪声，使个体

数据贡献难以

区分 

保护训练数据

集隐私、发布

统计数据、保

护联邦学习中

的模型更新 2 

提供可量化的

严格隐私保证 
隐私-效用权

衡，噪声添加

可能降低模型

准确性，参数

调整复杂 44 

2 

安全多方计算 

(SMPC) 

多方不泄露各

自输入数据的

前提下，共同

完成某个函数

的计算 

联合数据分

析、隐私保护

的基因组数据

分析 2 

允许多方协作

计算而无需信

任中心方或暴

露原始数据 

通信复杂度和

计算开销较

高，可扩展性

受限，对参与

方在线状态有

要求 46 

2 

匿名化/去标

识化 

移除或转换数

据中的个人可

识别信息

（PII） 

构建用于研究

的去标识化医

疗数据集 2 

简单易行，是

数据共享的基

础步骤 

再识别风险

（尤其面对高

级攻击和关联

数据），可能

损失部分数据

维度和信息 1 

2 

B. 医学 AI 的安全性 

1. 当前态势与研究现状： 

医学 AI 的安全性不仅涉及传统网络安全措施，更面临 AI 模型自身带来的新挑战。 

○ 通用网络安全措施：静态和传输中数据加密、严格的访问控制、全面的审计日志

以及网络安全防护是保障医学 AI 系统安全的基础 1。 

○ 对抗性攻击 (Adversarial Attacks)：这是当前医学 AI 安全领域的研究热点，因为

机器学习模型，特别是深度学习模型，对精心构造的微小扰动异常敏感。 

■ 攻击类型： 

■ 逃逸攻击 (Evasion Attacks)：在模型推理阶段，通过对输入数据（如医
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学影像）添加人眼难以察觉的扰动，诱导模型产生错误分类 8。常见算法

包括快速梯度符号法（FGSM）、投影梯度下降法（PGD）、

DeepFool、C&W 攻击等 10。 

■ 投毒攻击 (Poisoning Attacks)：在模型训练阶段，通过向训练数据中注

入恶意样本，破坏模型的学习过程，植入后门或降低模型在特定输入上

的性能 8。 

■ 模型反演/窃取 (Model Inversion/Stealing)：试图从模型中提取敏感的训

练数据信息或复制模型本身 6。 

■ 成员推断攻击 (Membership Inference)：判断某个特定个体的数据是否

被用于训练模型 51。 

■ 提示注入 (Prompt Injection) (针对大语言模型 LLMs)：通过构造特定的

输入提示，操纵大语言模型的行为，使其产生有害或非预期的输出 51。 

■ 潜在影响：对抗性攻击可导致严重的临床后果，如误诊（例如，将良性病变

误判为恶性肿瘤 53，或干扰癌症检测 20）、危及患者安全、并侵蚀对 AI 系统

的信任 10。研究表明，这类攻击的成功率可能非常高（可达 70-90%）8。 

■ 防御机制： 

■ 对抗性训练 (Adversarial Training)：将对抗样本加入训练集，以增强模

型的鲁棒性 8。 

■ 输入预处理/净化 (Input Preprocessing/Sanitization)：采用随机裁剪、

色彩抖动、添加噪声、特征压缩等技术，以消除或减弱对抗性扰动的影

响 8。 

■ 防御性蒸馏 (Defensive Distillation)：训练一个更鲁棒的小模型来近似一

个复杂大模型的行为，从而平滑决策边界，降低对抗性攻击的成功率 8。 

■ 异常检测 (Anomaly Detection)：识别输入数据中可能指示对抗性攻击的

异常模式 8。 

■ 随机平滑 (Randomized Smoothing)：通过对输入进行随机变换并聚合预

测结果，来降低对抗性扰动的影响 8。 

2. 瓶颈与挑战： 
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○ 持续演变的威胁环境 (Evolving Threat Landscape)：攻击者不断开发新的、更复

杂的对抗性攻击技术。 

○ 通用防御的困难性 (Difficulty in Creating Universal Defenses)：针对某种特定攻

击有效的防御机制，可能对其他类型的攻击无效，领域内常说的“没有免费午餐”

定理在此适用。 

○ 鲁棒性与性能的权衡 (Trade-off between Robustness and Performance)：一些

防御机制虽然能提升模型鲁棒性，但也可能导致模型在干净、非对抗性数据上的

准确率下降，或增加计算成本 10。 

○ 模型的“黑箱”特性 (Black-Box Nature of Models)：许多深度学习模型的不透明

性，使得全面理解其脆弱点并设计针对性防御措施变得困难 21。 

○ 攻击的可转移性 (Transferability of Attacks)：为一个模型精心构造的对抗样

本，往往也能成功欺骗其他具有不同架构的模型，这构成了更广泛的安全威胁 
10。 

○ 真实世界攻击的可行性 (Real-world Feasibility)：将数字领域的对抗性攻击转化

为对物理世界（如实际的医学影像设备或流程）的攻击，带来了新的挑战，是一

个值得关注的新兴问题 52。 

○ 缺乏标准化的 AI 安全测试协议 (Lack of Standardized Security Testing 

Protocols for AI)：与传统软件相比，AI 模型的安全测试尚不成熟。 

○ 人类监督的局限性 (Human Oversight Limitations)：过度依赖 AI 安全解决方案

而缺乏充分的人工监督，可能产生虚假的安全感，并使一些漏洞未被发现 7。 

对抗性攻击之所以有效，很大程度上是因为它们利用了机器学习模型（尤其是深度学习模

型）学习方式的基本特点，即基于梯度的优化和模式识别。这意味着当前深度学习范式中

几乎内在地存在脆弱性。医学影像 AI 系统之所以成为对抗性攻击的高发区 10，是因为这

类模型在识别那些人眼难以察觉的细微视觉特征方面表现出色，但也正是这些细微特征，

如果模型未能稳健地学习，就容易受到对抗性扰动的操纵。因此，防御措施不能仅仅停留

在表面，可能需要从根本上改变模型的学习或信息表示方式，甚至可能与提升模型的因果

理解能力相关联——如果模型能学习到真正的因果特征，或许能减少对由对抗性噪声引起

的虚假相关性的依赖。 
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表 2：医学 AI 中的对抗性攻击类型与防御策略总结 

 

攻击类别 具体攻击

类型 (示

例) 

攻击机制

描述 

对医学

AI 的潜
在影响 

常用防御

策略 
防御机制 防御局限

性 
相关文献 

逃逸攻击 

(Evasion
) 

FGSM, 
PGD, 
DeepFo
ol, C&W 

在模型推

理时，对

输入数据

（如图

像）添加

微小、人

眼难察的

扰动，导

致模型错

误分类。 

误诊（如

良性判为

恶性）、

治疗方案

错误、患

者安全风

险 10 

对抗性训

练、输入

预处理

（随机

化、特征

压缩）、

防御性蒸

馏、梯度

隐藏/混

淆 

增强模型

对扰动的

鲁棒性、

消除或减

弱扰动、

平滑决策

边界 8 

可能降低

在干净数

据上的性

能、计算

开销大、

对未知攻

击类型效

果有限 10 

8 

投毒攻击 

(Poisoni
ng) 

数据投

毒、后门

攻击 

在模型训

练阶段，

向训练数

据中注入

恶意构造

的样本，

以破坏模

型学习过

程或植入

特定行

为。 

模型性能

下降、产

生特定偏

见、后门

被激活导

致特定错

误输出 8 

数据清洗

与过滤、

异常检

测、鲁棒

训练方

法、模型

正则化 

识别并移

除恶意训

练数据、

限制恶意

数据对模

型的影响 
8 

难以检测

隐蔽的投

毒数据、

大规模数

据集清洗

成本高 

8 

模型窃取

/反演 
模型提

取、模型

反演、成

试图通过

查询模型

输出来复

知识产权

泄露、患

者隐私泄

模型加水

印、差分

隐私训

增加窃取

难度、保

护训练数

可能影响

模型可用

性、对某

6 
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员推断 制模型功

能、重建

部分训练

数据或判

断特定数

据是否在

训练集

中。 

露 6 
练、限制

查询接

口、输出

混淆 

据隐私 51 些攻击效

果有限 

提示注入 
(LLMs) 

间接提示

注入、越

狱提示 

针对大语

言模型，

通过精心

设计的输

入提示，

绕过安全

限制，诱

导模型产

生不当或

有害输

出。 

生成错误

医疗信

息、泄露

敏感数

据、执行

非授权操

作 51 

输入过滤

与净化、

指令微

调、输出

监测、强

化学习

（基于人

类反馈） 

识别和阻

止恶意提

示、限制

模型输出

范围 51 

难以穷举

所有恶意

提示模

式、可能

误伤正常

用户输入 

51 

C. 医学 AI 的临床验证 

1. 当前方法与研究现状： 

临床验证是确保医学 AI 工具安全有效进入临床应用的关键环节。 

○ 监管框架 (Regulatory Frameworks)： 

■ 美国 FDA：通过上市前批准（PMA）、重新分类（De Novo）或 510(k)途径

批准 AI/ML 赋能的医疗器械 55。已批准超过 1000 款此类设备，其中放射学

领域占比最大（约 76%）56。为应对 AI/ML 医疗软件（SaMD）的持续学习

特性，FDA 推出了“预定变更控制计划”（Predetermined Change Control 

Plan, PCCP）指南 12。 

■ 欧洲 EMA 及欧盟 AI 法案：EMA 负责欧洲药品和部分医疗器 CDE 的评估。

欧盟《AI 法案》对 AI 应用采取基于风险的分类管理方法，医学 AI 设备通常
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被划为高风险类别，需满足严格的合规性评估、风险管理和透明度要求 11。 

○ 报告指南 (Reporting Guidelines)：为提升 AI 临床试验报告的透明度和完整性，

学术界和国际组织制定了一系列指南： 

■ CONSORT-AI：用于报告 AI 干预措施的临床试验结果 14。 

■ SPIRIT-AI：用于规范 AI 干预措施临床试验方案的撰写 14。 

■ STARD-AI：针对 AI 诊断准确性研究报告的标准（STARD 的 AI 扩展版，仍

在制定中）15。 

■ CLAIM：医学影像 AI 应用报告清单 15。 

■ TRIPOD+AI：用于报告多变量预测模型的研究 60。 

○ 性能评估指标 (Performance Metrics)：传统上关注准确率、灵敏度、特异度、

AUC 等统计指标 4。日益认识到需要超越这些技术指标，评估 AI 的临床实用

性、工作流程整合度以及对患者结局的实际影响 18。针对大语言模型，也开始评

估其临床推理能力，如 CRAFT-MD 框架 61。 

○ 数据质量与管理 (Data Quality and Management)：强调使用高质量、有代表性

的数据集进行训练和验证，以避免偏倚 11。数据预处理、去标识化和数据管理至

关重要 28。 

○ 上市后监测 (Post-Market Surveillance, PMS)：AI 设备在真实世界临床应用中，

需要持续监测其性能，以识别潜在风险，确保长期的安全性和有效性 16。FDA 的

MAUDE 数据库用于追踪不良事件报告 17。 

○ 数据漂移与模型退化管理 (Managing Data and Model Drift)：认识到随着时间推

移和真实世界数据分布的变化（概念漂移、数据漂移），AI 模型性能可能下降。

应对策略包括持续监控、定期重训练和适应性学习 60。 

2. 瓶颈与挑战： 

○ 泛化性与鲁棒性 (Generalizability and Robustness)：在一个医疗机构或特定人

群中验证有效的模型，在新的应用场景（如不同的人群、设备、临床实践）中性

能可能显著下降 13。确保模型在不同人群亚组间的公平性也是一大挑战 1。 

○ 持续学习/自适应系统的验证 (Validation of Continuously Learning/Adaptive 
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Systems)：传统的静态验证方法难以适用于能够随新数据不断学习和演进的 AI

系统。PCCP 是应对这一挑战的尝试，但更完善的方法论仍在发展中 1。 

○ 临床实用性的定义与衡量 (Defining and Measuring Clinical Utility)：如何从技术

准确性转向证明 AI 在真实临床中能带来实际益处（如改善患者结局、降低成

本、提升工作流程效率）是一个复杂问题，需要精心设计的前瞻性研究 13。 

○ 数据可及性与质量 (Data Availability and Quality)：获取大规模、多样化、高质

量且标注良好的数据集用于 AI 训练和验证，仍然是一个重大障碍，尤其对于罕

见病或代表性不足的人群 54。 

○ 缺乏标准化的评估指标 (Lack of Standardized Evaluation Metrics)：除了常用的

统计指标外，目前尚缺乏公认的用于衡量临床实用性、可解释性和安全性的标准

化指标 54。 

○ 临床工作流程整合 (Integration into Clinical Workflows)：将 AI 工具无缝整合到

现有医院信息系统和临床工作流程中存在实际障碍，这可能影响其有效验证和最

终采纳 67。 

○ 严格验证的成本与时间 (Cost and Time of Rigorous Validation)：为 AI 进行大

规模、前瞻性、随机对照临床试验，成本高昂且耗时漫长 71。 

○ 上市后监测不足 (Insufficient Post-Market Surveillance)：现有的上市后监测体

系可能不足以应对 AI/ML 设备的独特性，特别是在检测模型性能的细微退化或新

出现的偏倚方面 17。 

○ 透明度与可重复性 (Transparency and Reproducibility)：AI 研究报告的不完整

性使得评估其有效性和重复研究结果变得困难 14。 

医学 AI 的研发与临床成功应用之间存在一个显著的“死亡之谷”。许多模型在研究阶段显

示出巨大潜力，但在真实世界验证中却因数据漂移、泛化能力不足或难以融入临床工作流

程等问题而失败 13。当前的监管和验证框架仍在努力追赶 AI 技术（尤其是自适应 AI）的

发展步伐。这意味着临床验证本身需要成为一个持续的、适应性的过程，整合真实世界证

据、上市后监测以及管理数据漂移的方法，而不仅仅是一次性的上市前审批。“负责任的

AI”理念，涵盖整个生命周期的公平性、安全性和透明度，是克服这一挑战的关键 13。 
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表 3：医学 AI 临床验证指南与框架概览 

 

指南/框架 发布机构/主

要倡导者 (如

适用) 

主要目的/范

围 
AI 相关关键

组成/建议 

目标受众 相关文献 

FDA PCCP 

(预定变更控

制计划) 

美国食品药品

监督管理局 

(FDA) 

规范 AI/ML

医疗软件

（SaMD）在

上市后发生预

期变更的管

理，减少重复

审批。 

变更描述、变

更方案（包括

验证方法）、

影响评估；允

许在授权范围

内修改模型而

无需提交新的

上市申请 12。 

医疗器械制造

商、AI 开发

者 

12 

CONSORT-

AI (AI 临床试

验报告统一标

准) 

SPIRIT-AI 与
CONSORT-

AI 工作组 (国

际多方协作) 

提高 AI 干预

措施临床试验

报告的透明度

和完整性。 

针对 AI 特性

的扩展条目，

如 AI 系统描

述、输入数

据、模型训

练、人类 AI

交互、错误分

析等 14。 

研究人员、期

刊编辑、审稿

人、临床医生 

14 

SPIRIT-AI (AI

临床试验方案

标准条目) 

SPIRIT-AI 与
CONSORT-

AI 工作组 (国

际多方协作) 

提高 AI 干预

措施临床试验

方案的透明度

和完整性。 

针对 AI 特性

的扩展条目，

涵盖试验设

计、数据收

集、AI 干预

细节、评估计

划等 14。 

研究人员、伦

理审查委员

会、资助机构 

14 
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STARD-AI (AI

诊断准确性研

究报告标准) 

(STARD 的 AI

扩展版，制定

中) 

规范 AI 诊断

准确性研究的

报告，提高可

重复性和可比

性。 

预计将涵盖

AI 模型细

节、训练与测

试数据、性能

评估方法、偏

倚风险评估

等，类似于

CLAIM 15。 

研究人员、诊

断测试开发

者、临床医生 

15 

CLAIM (医学

影像 AI 清单) 

Mongan J, et 
al. 
(Radiology: 
Artificial 
Intelligence) 

为医学影像

AI 应用研究

报告提供基本

信息清单，确

保研究结果的

可解释性和可

推广性。 

研究注册、数

据和代码可得

性、偏倚来源

报告、模型开

发细节、性能

评估指标等 
15。 

医学影像 AI

研究人员、期

刊编辑 

15 

TRIPOD+AI 

(多变量预测

模型报告指南

AI 扩展) 

(TRIPOD 的

AI 扩展) 

提高基于 AI

的多变量预测

模型（用于个

体预后或诊

断）研究报告

的质量和透明

度。 

针对模型开

发、验证、性

能评估和临床

影响的 AI 特

定报告要求 
60。 

预测模型研究

人员、临床医

生、政策制定

者 

60 

欧盟 AI 法案 
(EU AI Act) 

及医疗器械法

规

(MDR/IVDR) 

欧盟委员会、

欧洲议会 

对 AI 系统

（包括医疗器

械中的 AI）

进行基于风险

的监管，确保

安全、合法和

符合伦理。 

高风险 AI

（多数医疗

AI 属此类）

需进行合格评

定、风险管

理、数据质量

控制、透明

AI 开发者、

制造商、进口

商、医疗机

构、监管机构 

11 
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度、人类监督

等 11。 

D. 可解释 AI (XAI) 与因果推断的作用 

1. 对解决核心挑战的贡献： 

○ 隐私保护：XAI 可以通过揭示模型如何使用数据来增强透明度，从而辅助合规和

建立信任，但解释本身也需妥善管理以防泄露敏感信息 21。 

○ 安全性：理解模型的决策机制有助于识别其对对抗性攻击的脆弱点或可能被利用

的偏倚 21。 

○ 临床验证：XAI 帮助临床医生理解和信任 AI 的建议，审视其错误，并确保 AI 的

推理过程与医学知识一致 13。因果推断则致力于从“相关性”走向“因果性”，理解

模型为何做出某种预测，这对于制定有效的干预措施和真正的临床决策支持至关

重要 23。 

2. 当前主要方法： 

○ XAI：局部可解释模型无关解释（LIME）、SHAP 值、积分梯度、注意力机制等

是常见的后设（post-hoc）解释方法，用于解释“黑箱”模型 78。此外还有事前

（ante-hoc）可解释模型，即模型本身设计为可解释的，如决策树、线性回归等 
21。 

○ 因果推断：结构因果模型（SCMs）、有向无环图（DAGs）、do-calculus（由

Judea Pearl 提出）是核心理论工具 71。在实践中，随机对照试验（RCTs）被视

为金标准，而模拟 RCTs、倾向性得分匹配、工具变量等方法则常用于处理观察

性数据 71。 

3. 在医学背景下的局限性： 

○ 可解释性与保真度的权衡 (XAI)：更简单的解释可能无法准确反映复杂模型的真

实决策过程 49。 

○ 计算复杂度 (XAI)：某些 XAI 方法（如 SHAP）对于大型模型或数据集而言计算

成本高昂 54。 

○ 局部解释与全局解释 (XAI)：LIME 等方法提供的是局部解释，其结论未必能推广

到模型的全局行为 71。 
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○ 解释并非因果 (XAI)：XAI 通常揭示的是特征重要性（相关性），而非真正的因

果联系 23。 

○ “可致因性”鸿沟 (Causability Gap)：技术层面的可解释性（系统属性）与人类专

家对因果关系的理解（个人属性）之间存在差距 23。目前的 XAI 方法可能无法完

全实现临床医生所期望的“可致因性”。 

○ 因果推断的假设前提 (Causal Inference)：基于观察性数据的因果推断依赖于一

些强假设，而这些假设往往难以检验 73。混杂偏倚是主要挑战 71。 

○ 因果 AI 的数据需求 (Causal AI)：通常不仅需要观察性数据，干预性数据或丰富

的领域知识对于构建可靠的因果模型更为有利 71。 

○ 缺乏标准化的 XAI 评估方法 (XAI)：难以客观衡量解释的“好坏”或其临床实用价

值 49。 

对 XAI 和因果推断的追求，并非仅仅源于学术好奇，而是由实际需求驱动的：临床医生

需要信任并理解 AI 的建议 21，监管机构需要 AI 系统安全性和决策合理性的保证 25，而识

别真正的因果因素对于制定有效治疗方案至关重要 71。然而，“可解释性”本身是一个多层

面且时常带有主观性的概念 21。不同的利益相关者（如开发者、临床医生、患者）对解释

的需求类型各不相同。当前的 XAI 方法（如 LIME、SHAP）更多是提供相关性信息（哪

些特征影响了决策）71，而非深层次的因果理解 75。因果推断虽然致力于实现这种深层理

解 71，但其自身也面临诸多挑战和局限性 73。这意味着单一的 XAI 解决方案不太可能满足

所有需求。未来可能需要一种分层的、针对具体模型、利益相关者和临床情境定制的可解

释性和因果推断方法。“可致因性”（causability）——即人类专家在多大程度上能够通过

解释达成因果理解——是一个关键目标，而当前的技术性 XAI 方法可能尚未完全实现 23。 

IV. 过往研究的里程碑 

医学 AI 在隐私保护、安全性与临床验证方面的研究与实践，在过去数十年间取得了若干

关键性进展。 

A. 数据隐私法规的演进及其在 AI 领域的适用 

● 早期数据保护理念：在 AI 时代之前，医学数据保密的伦理原则和法律框架已初步建

立。 
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● HIPAA (1996, 美国)：确立了保护敏感患者健康信息的国家标准，深刻影响了用于 AI

的数据收集和使用方式 1。 

● GDPR (2018, 欧盟)：对数据处理、知情同意和数据主体权利施加了严格规定，因其

域外效力而对全球 AI 研发和部署产生重大影响，特别关注自动化决策和用户画像等

问题 1。欧洲数据保护委员会（EDPB）近期关于 AI 与 GDPR 的意见书进一步明确了

GDPR 的适用范围可能扩展至 AI 应用的训练和部署阶段，并对匿名化标准和合法利

益作为处理依据提出了更严格的审视 6。这是对现有法律如何应用于 AI 的最新且重

要的解读里程碑。 

● 其他区域性法规 (如 CCPA)：加州消费者隐私法案等进一步强化了区域性的数据隐私

权 25。 

● AI 领域的适用性探索：如何将这些普适性的数据保护法规具体应用于 AI 的独特性

（如训练数据、模型输出、持续学习等）仍在持续的解释和指南制定过程中 1。 

B. 医疗领域隐私增强技术（PETs）的关键发展 

● 联邦学习（FL）的理念与早期实现：谷歌于 2016 年提出联邦学习概念 40，随后被应

用于医疗领域，以支持在不共享原始数据的情况下进行多机构协作研究 41。

MELLODDY 联盟于 2020 年成功完成了首次大规模联邦学习运行，是其在药物研发

领域应用的一个里程碑 41。 

● 同态加密（HE）的进展：尽管计算成本仍是主要障碍，但 HE 技术正朝着更实用的

方向发展；选择性同态加密等方法（如 FAS）旨在平衡隐私保护强度与计算效率 40。 

● 差分隐私（DP）的成熟：从理论走向大规模系统中的实际应用（如苹果、谷歌等公

司的实践 44），并被整合到联邦学习等框架中以增强隐私保护 40。 

● 混合 PETs 解决方案的出现：认识到单一 PETs 可能不足以应对复杂的隐私威胁，催

生了结合多种技术优势的混合方法（如 SMHEA 算法 39 和 FAS 模型 40）。 

C. FDA 对 AI 医疗器械的批准及监管思路的演变 

● 首个 AI/ML 医疗器械获批 (1995 年)：PAPNET 检测系统，一种半自动化的细胞学筛

查系统，标志着 AI 技术首次获得 FDA 的医疗应用认可 55。 
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● 首个自主 AI 诊断平台获批 (IDx-DR, 2018 年)：用于糖尿病视网膜病变早期检测的

IDx-DR 软件获得 De Novo 分类，是 AI 在诊断领域的一个里程碑事件 55。 

● AI 医疗器械批准数量激增：近年来，FDA 批准的 AI/ML 赋能医疗器械数量显著增

加，尤其是在放射学领域（2023 年批准 221 个，2024 年上半年批准 107 个）56。

放射学相关的 AI 设备约占所有 AI 医疗器械批准总数的 76% 57。 

● SaMD 监管框架草案 (2019 年)：FDA 首次针对 AI/ML 医疗软件的独特性提出的监

管框架草案，旨在解决其持续学习和迭代更新带来的挑战 55。 

● AI/ML SaMD 行动计划 (2021 年)：在 2019 年草案的反馈基础上，FDA 发布了更为

具体的行动计划，阐述了其监管 AI/ML 医疗软件的五大支柱 55。 

● PCCP 指南的发布 (草案 2023 年，最终版约 2024/2025 年)：“预定变更控制计划”

指南允许制造商在初始审批时就预先规划并获得批准其 AI/ML 模型的后续修改，而

无需为每次变更重新提交申请，这对于适应 AI 的动态特性具有重要意义 12。 

● FDA 突破性设备认定：Paige Prostate Detect、Paige Breast Lymph Node 和

Paige PanCancer Detect 等创新 AI 工具获得了 FDA 的突破性设备认定，表明监管

机构对其潜力的认可 82。 

D. AI 临床试验报告指南的确立 

● 需求认知：早期 AI 研究报告质量参差不齐，信息不完整，阻碍了对其质量、偏倚和

泛化能力的评估 14。 

● SPIRIT-AI 与 CONSORT-AI 倡议 (2019 年宣布，2020 年发布)：由国际多方利益相

关者共同制定的、基于共识的指南，分别用于提高 AI 干预临床试验方案（SPIRIT-

AI）和试验报告（CONSORT-AI）的透明度和完整性。这些指南得到了 EQUATOR

网络的支持，并被主要医学期刊推荐使用 14。 

● STARD-AI、CLAIM 等指南的制定：针对 AI 诊断准确性研究（STARD-AI）和医学影

像 AI 研究（CLAIM）等特定领域，也相继出台或正在制定相应的报告标准和清单 
15。 

E. 对抗性攻防研究的重大突破 
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● 对抗性脆弱性的发现：早期研究（如 Goodfellow 等人关于图像分类的研究 8）揭示

了深度神经网络对微小、人眼难以察觉的扰动非常敏感。 

● 攻击算法的开发：研究人员设计出多种白盒攻击（如 FGSM、PGD）和黑盒攻击方

法，系统地探索了模型的脆弱点 8。 

● 医学领域的验证：后续研究证实，医学影像 AI 系统同样易受此类攻击影响，可能导

致误诊等严重后果 10。 

● 防御策略的兴起：针对对抗性攻击，研究界提出了对抗性训练、防御性蒸馏、输入净

化等多种防御思想和技术 8。 

● 真实世界攻击演示：例如，通过物理手段欺骗特斯拉自动驾驶系统的案例 51，展示了

对抗性攻击从数字领域向物理世界延伸的可能性。 

F. XAI/因果 AI 在构建可信医学 AI 中的兴起与认可 

● 早期基于规则系统的 XAI：像MYCIN 这样的早期专家系统，其决策过程可以通过追

溯规则链条得到解释，具有内在的可解释性 23。 

● 深度学习的“黑箱”问题：随着高精度但高度不透明的深度学习模型的兴起，对可解释

AI（XAI）的需求日益迫切 21。 

● 后设 XAI 方法的开发：LIME、SHAP 等旨在解释“黑箱”模型行为的方法在 2010 年

代中后期被相继提出 22。 

● Judea Pearl 的因果推断革命：Judea Pearl 在结构因果模型、do-calculus 和因果

关系之梯方面的工作（主要在 20 世纪 90 年代至 21 世纪初）为 AI 领域的因果推断

奠定了理论基础 79。其著作《为什么：因果关系的新科学》（2018 年）进一步推广

了这些思想 79。 

● 因果推断在医学中的应用：学术界和产业界日益认识到，在医学领域，理解因果关系

对于有效的干预至关重要，这超越了单纯的预测 23。 

● XAI 在临床决策支持系统（CDSS）中的整合：努力使 CDSS 的建议更加透明和值得

信赖，提升其临床应用价值 22。 

● 具有可解释特征的 AI 产品获批：一些商业化的 AI 医疗产品开始融入可解释性元
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素，以帮助临床医生理解其输出（尽管全面的 XAI 整合仍在发展中）。例如，Paige 

Prostate Detect 能够高亮显示可疑区域 82。 

● 医疗 XAI 研究里程碑 (2021 年)：FDA 批准用于诊断的 AI 工具、实时预测工具的出

现以及 AI 与电子健康记录（EHR）系统的集成，标志着 XAI 在医疗领域的应用进入

新阶段 26。 

许多“里程碑”事件实际上是对已有问题或新兴挑战的响应，而非完全主动的规划。例如，

GDPR 等隐私法规的制定具有普适性，其在 AI 领域的具体适用是一个持续解释和调整的

过程 6。同样，对抗性攻击的研究往往是在发现新的模型脆弱性之后才得以深入。这表明

在快速发展的 AI 领域，监管和伦理框架的建立常呈现出一种“追赶”技术发展的态势。 

另一个值得注意的趋势是先前相对独立的学科领域正在加速融合。例如，隐私增强技术

（源于密码学、统计学）正成为 AI（机器学习）不可或缺的一部分。医疗器械的监管科

学正在与软件监管和数据治理原则相结合。可解释 AI 则借鉴了认知科学、哲学和计算机

科学的成果。这种跨学科的融合是推动医学 AI 领域进步的关键动力，许多里程碑事件

（如隐私保护机器学习的发展 45 或 AI 临床试验指南的制定 14）都发生在这些学科的交叉

点。 

此外，回顾这些里程碑的时间线可以发现，近年来的发展速度显著加快，特别是在 2015

年之后，这与深度学习技术的突破和计算能力的指数级增长密切相关。这种快速的迭代步

伐本身也对建立稳定、持久的标准和法规构成了挑战。即使是几年前制定的框架和指南，

也可能需要迅速更新以保持其相关性，FDA 对其 SaMD 指南的持续修订即为例证 12。这

为开发者和监管者共同营造了一个充满活力但也存在不确定性的环境。 

V. 产业化案例 

医学 AI 在隐私保护、安全性与临床验证方面的努力，已在众多商业化产品和平台中得到

体现。这些案例不仅展示了技术的进步，也反映了行业为应对核心挑战所做的努力。 

A. 产业界的隐私保护平台与技术应用 



 
 
 

 22 

● Owkin： 

○ 平台与技术：Owkin Connect（前身为 Owkin Studio）是一款联邦学习软件，支

持医院、研究中心和制药公司在不共享原始数据的情况下进行机器学习合作 41。

该平台确保数据所有权和合规性（如 GDPR/HIPAA）保留在各合作方，并通过安

全聚合和差分隐私模型训练等技术防止数据泄露 41。 

○ 应用案例：与法国医院合作，利用多模态数据（CT 影像、报告、临床数据）开

发了 COVID-19 重症预测模型 41。此外，通过 MELLODDY 联盟，与 10 家制药

公司利用联邦学习共同开发基于庞大化合物库的药物发现模型 41。 

○ 解决的问题：有效解决了多机构合作中敏感数据共享的难题，促进了大规模协作

研究。 

● Inka Health (PROmAI 联盟)： 

○ 倡议与平台：发起全球 AI 肿瘤学联盟（PROmAI），旨在整合真实世界数据和临

床试验数据（分子、影像、临床等多模态数据）进行预测性癌症研究，以打破数

据孤岛 88。其 SynoGraph 平台利用 AI 驱动的因果推断技术，整合多模态数据，

识别可能对特定治疗产生应答的患者群体 88。 

○ 解决的问题：聚焦于提升肿瘤学 AI 的预测准确性、可解释性、可移植性和监管

相关性，致力于构建透明、可信的 AI 应用 88。 

● 谷歌 (MedGemma, AMIE)： 

○ 产品与技术：推出了用于医疗保健 AI 的开放模型MedGemma 89，以及能够通过

解读视觉医疗信息来辅助诊断对话的 AMIE 智能体 89。这些举措表明大型科技公

司正积极布局医疗 AI 基础模型和工具，其设计可能内含隐私保护考量，尽管具

体采用的 PETs 细节在当前资料中尚不明确。 

B. 医学 AI 领域的安全解决方案与实践 

尽管针对医学 AI 的特定商业化“AI 安全产品”在所提供的资料中没有广泛详述，但 AI 开

发公司在实践中已普遍关注并应用相关安全原则。 

● 通用安全实践：像 Paige 这样的公司强调稳健的数据治理、安全措施和合规性（如
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通过 ISO 27001 认证，符合 HIPAA、GDPR 要求）90。安全的 API 协议、速率限

制、隐私保护日志记录等是系统架构层面的安全考量 2。 

● 对抗性鲁棒性：对于开发关键性 AI 诊断工具的公司而言，模型的鲁棒性（即抵抗扰

动的能力）是其研发和质量控制的重要方面，这与对抗性攻击防御的研究紧密相关 

10。工业界也逐渐认识到，需要超越传统的准确率指标来评估模型，将安全性纳入考

量 8。 

C. 产业界的临床验证成功案例与挑战 

众多公司已成功将其 AI 产品推向市场，并通过了严格的临床验证和监管审批。 

● Paige： 

○ 产品系列：提供包括 Paige Prostate Suite（用于前列腺癌检测、分级和量

化）、Paige Breast Suite、Paige GI Suite 以及 Paige PanCancer Suite 在内的

一系列 AI 辅助诊断应用 82。其 FullFocus®全视野数字切片阅片器也获得了 FDA

批准 82。 

○ 监管里程碑：Paige Prostate Detect 是首款获得 FDA 批准的病理学 AI 应用 82。

多款产品获得 FDA 突破性设备认定（前列腺癌、乳腺癌淋巴结、泛癌种检测）

82，并拥有 13 项 CE-IVDD 和 UKCA 认证 82。 

○ 临床验证数据：Paige Prostate Detect 的研究数据显示，其能显著提升工作效

率（阅片时间减少高达 21.9%），缩短诊断周转时间（减少 65.5%），降低诊断

错误率（减少 70%），并可能减少免疫组化（IHC）的使用及其相关成本 38。耶

鲁大学的一项独立研究表明，在作为预筛查工具时，其特异性达 99.3%，灵敏度

97.7%，阴性预测值（NPV）99.2%，可使 68.6%的活检样本免于人工复核 92。

Paige Breast Lymph Node 在检测转移灶方面灵敏度高达 98%，阅片时间缩短

多达 55% 82。Paige PanCancer Detect 在内部验证中对多种组织类型的样本级

AUC 达到 0.95 82。 

○ 核心技术与方法：Paige 的核心竞争力在于其海量高质量病理数据集（超过

2500 万张数字切片）、先进的基础模型（如 Virchow、PRISM）以及多模态能

力（结合大视觉模型 LVMs 和大语言模型 LLMs）90。公司强调临床级 AI 的开
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发、验证和卓越的监管实践 87。 

● Viz.ai： 

○ 平台与产品：Viz.ai One™是一个 AI 驱动的智能医疗协调平台，拥有超过 50 种

经 FDA 批准的 AI 算法，用于分析医学影像（CT、心电图、超声心动图等）93。

其应用覆盖卒中（Viz Neuro Suite，包括大血管闭塞 LVO、CT 灌注 CTP、出血

等）、肥厚型心肌病（Viz HCM）、动脉瘤、肺栓塞（PE）等多个领域 93。 

○ 监管里程碑：Viz HCM 是首个获得 FDA 批准用于肥厚型心肌病筛查的 AI 算法

（2023 年 8 月通过 De Novo 途径获批）94。其众多模块均获得了 FDA 的许

可。 

○ 临床验证数据：Viz HCM 在通过心电图检测肥厚型心肌病方面展现出高准确性，

并有潜力使患者提前数年得到诊断 94。一项研究显示，其针对心脏 MRI 确诊病例

的灵敏度为 56%，特异性 100%，阳性预测值（PPV）100% 94。Viz ICH Plus

（用于颅内出血容积和中线移位等的自动测量）比传统的mABC/2 方法更准确，

且速度比手动半自动分割（SAS）快近 3 倍 95。一项关于 Viz LVO 的Meta 分析

表明，其应用与卒中救治流程中关键时间节点的缩短相关（如 CT 至血管内治疗

时间、门到腹股沟穿刺时间等），尽管在改善临床结局方面的统计学显著性尚待

进一步证实 98。 

○ 核心技术与方法：Viz.ai 的核心价值在于提供实时洞察、自动化评估，从而简化

工作流程，加强医疗团队协作 93。 

● Aidoc： 

○ 平台与产品：aiOS™是一个统一的医疗 AI 平台 48，其 CARE1™基础模型是其技术

核心之一 70。产品覆盖放射科、心脏科、神经血管科、血管外科等，据称可覆盖

医疗系统中 75%的患者 48。具体应用包括肋骨骨折分诊、肺栓塞检测、颅内出血

检测等。 

○ 监管里程碑：其基于 CARE1™基础模型的肋骨骨折分诊 AI 解决方案获得了 FDA

的 CADt（计算机辅助分诊和通知）许可，是同类首个基于基础模型的 QFM（合

格的医疗器械功能）SaMD 设备 70。Aidoc 拥有市场领先数量的 FDA 许可 48。 

○ 临床验证数据：在一项针对意外肺栓塞（IPE）的大样本研究中，Aidoc 的 PE 检
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测算法显示出高灵敏度（96.4%）、高特异性（高达 99.8%）、高 PPV

（87.1%）和高 NPV（高达 99.9%），总体准确率高达 99.7%，并成功标记了 11

例初次报告遗漏的 IPE 病例 100。然而，另一项研究指出，当前 Aidoc 模型在区

分急性颅内出血与脑血管造影后 CT 上的残留对比剂方面尚有不足（灵敏度

51.7%，特异性 50.0%），提示针对此特定场景的模型仍需优化 69。公司宣称其

AI 工具可使 PE 患者的通知时间加快 31%，卒中患者的门到穿刺时间缩短 34% 
48。 

○ 核心技术与方法：利用基础模型实现 AI 解决方案的可扩展性和快速开发，强调

与临床实践的无缝集成和企业级规模化部署 48。 

● Tempus： 

○ 平台与数据：拥有庞大的多模态数据库（超过 4000 万份研究记录，包含基因

组、临床、影像等数据）101。Fuses 项目利用其新型基础模型进行诊断、预后和

预测建模 102。Loop 平台则专注于肿瘤学靶点发现和验证，整合了真实世界数据

（RWD）、人源生物模型和 CRISPR 筛选技术 101。 

○ 应用领域：AI 赋能的诊断（如免疫治疗相关的免疫特征评分 IPS）、治疗研究、

药物发现、临床试验优化等 101。 

○ 解决的问题：旨在通过从海量患者数据中学习普适性规律，使诊断更智能、更个

性化。利用 RWD 和先进建模技术加速研究进程 101。 

● SOPHiA GENETICS： 

○ 平台与技术：SOPHiA DDM™多模态平台致力于整合和标准化肿瘤学领域的基因

组、影像、临床和生物学数据 103。SOPHiA CarePath®用于数据可视化、队列构

建和分析，SOPHiA DDM™多模态工厂则用于机器学习模型的开发 103。 

○ 应用案例：癌症研究，识别疾病复发、治疗反应和毒副反应的趋势。已开发多个

预测模型，如用于非小细胞肺癌（NSCLC）的 DEEP-Lung-IV 研究和用于肾癌

复发预测的 UroPredict 计算器 103。 

○ 解决的问题：打破数据孤岛，加速数据驱动的医学发展，提高准确性，缩短周转

时间，支持精准医疗 103。其 SOPHiA UNITY 网络促进了多中心协作研究 103。 

● Causaly： 
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○ 平台与技术：一个 AI 驱动的生命科学研发平台，核心是一个能够区分因果关系

与相关性的大规模、高精度知识图谱。结合了科学文献检索增强生成（Scientific 

RAG™）、生成式 AI 操作系统和企业数据结构 104。 

○ 应用领域：主要用于药物靶点识别与优先级排序、生物标志物发现以及疾病病理

生理学研究 104。 

○ 解决的问题：通过高效查找、解读和共享生物医学信息，特别是强调因果联系的

挖掘，旨在降低研发风险，提高研发效率 104。 

● PathAI： 

○ 平台与技术：AISight®数字病理图像管理系统，以及一系列 AI 驱动的病理学算法 
105。 

○ 应用领域：肿瘤检测、胶原蛋白自动量化、生物标志物发现、空间生物学、基于

组织的临床研究。已应用于溃疡性结肠炎、克罗恩病、三阴性乳腺癌（TNBC）

复发预测等研究中 105。 

○ 产业合作：与 Precision for Medicine 合作，部署 AISight®和 AI 算法，以增强生

物样本分析、临床试验服务和多模态数据集的价值。目标是将复杂的生物标志物

组合简化为可操作的指标，并解读复杂的组织生物学信息 106。 

○ 解决的问题：提高生物样本分析的一致性和数据可靠性；为已测序样本增加细胞

层面的洞察，超越传统病理评估；优化病理工作流程和准确性 105。 

从这些产业化案例中可以看出，成功的医学 AI 应用往往聚焦于特定的、具有高临床价值

的需求点，在这些点上 AI 能够展现出超越现有方法的明确优势（例如 Viz.ai 在卒中分诊

上的快速反应，Paige 在前列腺癌检测上的精度提升）。目前，通用的“全能型”医学 AI

尚未成为现实。 

多模态数据整合是行业内一个强劲的趋势（如 Tempus、SOPHiA GENETICS、PathAI、

Inka Health、Owkin 等公司的实践），这反映了业界共识，即融合不同类型的数据（基

因组学、影像学、临床记录、真实世界数据等）能够产生更强大的洞察和更优越的模型。

然而，这也无疑加剧了在隐私保护、系统安全和临床验证方面的挑战。 
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合作与联盟正成为重要的行业策略，尤其是在获取多样化数据（如 PROmAI 联盟 88）和

进行前沿共性技术研究（如联邦学习领域的MELLODDY 联盟 41）方面。这表明，没有任

何单一机构能够拥有所有必要的数据或专业知识。 

“基础模型”的概念也开始进入医学 AI 领域（例如 Aidoc 的 CARE1 70，Paige 的

Virchow/PRISM 90，Tempus 的 Fuses 模型 102），它们有望加速新应用的开发并拓宽适

用范围。然而，如何对这些大型、通用的基础模型进行有效的临床验证，并确保其不带有

潜在的偏见，是亟待解决的新挑战。 

VI. 总结与展望 

A. 核心要素的相互作用回顾 

医学人工智能的发展与应用，其核心在于如何在创新与责任之间取得平衡。隐私保护、系

统安全性以及临床验证，这三大支柱并非相互独立，而是紧密交织、缺一不可。任何一个

环节的疏漏都可能削弱其他环节的努力，并最终损害医学 AI 在医疗保健领域发挥其巨大

潜力的基础。一个无法保障患者隐私的 AI 系统，即使技术上再先进，也难以获得公众信

任；一个容易受到攻击而不安全的 AI 系统，其临床决策的可靠性将大打折扣；而一个未

经充分临床验证的 AI 工具，无论其隐私和安全措施多么完善，都可能给患者带来无法预

估的风险。因此，只有协同推进这三方面的工作，才能构建出真正值得信赖且行之有效的

医学 AI。 

B. 未来研究与发展方向 

1. 隐私保护： 

○ 开发计算效率更高、鲁棒性更强、且能在隐私保护与数据效用之间取得更优平衡

的隐私增强技术（PETs）。 

○ 建立标准化的再识别风险评估方法学，尤其针对多模态和高维度医疗数据。 

○ 研究和推广动态的、细粒度的用户知情同意管理系统，以适应复杂的数据共享和

使用场景。 
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○ 探索将“隐私融入设计（Privacy by Design）”原则更深度地整合到 AI 模型开发

的全生命周期。 

2. 安全性： 

○ 研发能够主动防御、甚至预测对抗性攻击的新型防御机制，并将其整合到模型设

计和训练过程中。 

○ 开发针对 AI 系统（特别是医学 AI）的自动化安全审计工具和标准化测试协议。 

○ 加强对 AI 供应链安全的关注，确保第三方组件和数据的安全性。 

○ 研究针对新兴 AI 范式（如生成式 AI、基础模型）的特有安全威胁和防护策略。 

3. 临床验证： 

○ 为持续学习和自适应 AI 系统建立有效的、动态的临床验证方法论和监管路径。 

○ 开发和推广能够全面评估 AI 临床实用性、人机交互效率以及对患者长期结局影

响的新型评估指标和框架。 

○ 构建高效的真实世界证据（RWE）生成和利用体系，以及针对 AI 的持续性上市

后监测（PMS）机制。 

○ 深入研究并制定有效策略，以检测、量化和减轻 AI 模型中的偏倚，确保其在不

同人群和医疗环境中的公平性和普适性。 

4. 可解释 AI（XAI）与因果推断： 

○ 推动 XAI 从技术可解释性向真正的“可致因性”（causability）发展，使临床医生

能够理解 AI 决策背后的因果逻辑，而不仅仅是相关性。 

○ 研究如何将因果发现与预测模型更紧密地结合，提升模型的鲁棒性和决策的可靠

性。 

○ 开发针对多模态输入和复杂 AI 架构（如基础模型）的有效 XAI 方法。 

○ 建立 XAI 解释质量和临床实用性的评估标准。 

5. 多模态 AI： 

○ 研究更强大的多模态数据融合技术，以有效整合异构数据源，同时解决由此带来

的独特的隐私、安全和验证挑战。 

○ 探索多模态 AI 在复杂疾病诊断、个性化治疗方案制定以及药物研发中的深层应

用。 
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C. 对各利益相关方的建议 

● 研究人员： 

○ 加强跨学科合作（如医学、计算机科学、伦理学、法学、社会学）。 

○ 积极开发并遵循稳健的研究方法和透明的报告标准（如 CONSORT-AI、SPIRIT-

AI）。 

○ 优先攻关当前医学 AI 发展中的关键瓶颈问题，如自适应 AI 的验证、鲁棒 XAI 的

开发等。 

● 开发者与企业： 

○ 将“隐私融入设计”和“安全融入设计”作为产品开发的基本原则。 

○ 投入资源进行超越监管最低要求的严格临床验证，确保产品的安全性和有效性。 

○ 与临床医生紧密合作，确保 AI 工具的临床实用性和易用性。 

○ 对模型的能力和局限性保持透明，避免过度宣传。 

● 监管机构： 

○ 持续调整和完善监管框架，以适应 AI 技术的独特性（如自适应性、数据驱动

性）。 

○ 推动数据质量、偏倚缓解、上市后监测等方面的国际标准协调与互认。 

○ 为行业提供关于 AI 医疗器械（特别是采用新技术如基础模型的产品）的清晰、

可操作的指南。 

● 医疗服务提供者/机构： 

○ 建立院内 AI 治理框架和伦理审查机制。 

○ 投资于必要的基础设施建设和人员培训，为 AI 的安全有效部署做好准备。 

○ 在采纳 AI 工具前进行审慎评估，并积极参与真实世界证据的生成与反馈。 

● 患者与公众： 

○ 积极了解 AI 在医疗中的应用，维护自身的数据权利。 

○ 参与关于医学 AI 伦理和社会影响的公共讨论，促进负责任的创新。 

医学 AI 的未来发展，很可能从目前针对特定任务的“点状”应用，转向深度融入整个医疗

服务流程的“线状”乃至“网状”整合。这意味着对隐私保护、安全性和临床验证的考量，也
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必须从单一模型或工具的评估，扩展到对整个护理路径和系统的整体评估。例如，隐私保

护需要覆盖跨系统的数据流转，安全性需要保护相互连接的各个组件，而临床验证则需要

评估 AI 在复杂真实世界流程中的综合影响。 

随着 AI 在医疗领域日益普及和强大，伦理考量，特别是公平性和普惠性，将占据更加核

心的位置。解决数据和算法中的偏倚问题，不仅是技术验证的要求，更是贯穿隐私（如何

处理弱势群体数据）、安全（如何防范可能对特定群体造成更大伤害的攻击）和临床验证

（如何确保在不同人群中的公平表现）的核心伦理责任。这要求在 AI 的整个生命周期—

—从数据收集、模型开发到验证部署的每一个环节——都主动嵌入对公平和普惠的考量，

可能需要新的审计框架和持续的社会对话来共同塑造一个更加公正、可信的医学 AI 未

来。 
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